November/ December 2011
Part-A
1. A continuous random variable X that can assume any value between x = 2and x = 5 has
a density function given by f (x) = k(1+ x). Find (X < 4).

Solution:

We know that f flodx =1

5
fk(1+ X)dx = 1
2

k +x25 1 k[5+25 2 2] 152 —h > 2
B = = _— —_ = = — = = = —
TS , 2 2 27

4

2 2 2\" 2 16
X < H= [0+ Dax 27<x+2>2 a2k
2

2. Give the probability law of Poisson distribution and also.its meanand variance.
Solution:

The probability law of Poisson distribution‘isigiven by
—Alx

e
P(X =x) = A>0x =1,23,..

xI0
Mean |= A,\Variance = A

3.The joint pdf of the randompupariable (X,Y)is given by f(x,y) = kxye *+7*) x>0,

y > 0.Find the valueof k.

Solution:
Weknow that f f fx,y)dxdy = 1

oo ©o (o) 1
kxye_(x2+y2)dxdy =1= kf f xye_xze_yzdxdy =1= kj [E] ye‘y2 dy=1
00 0

>5—=1=>k=4

A x O— ¢

2x, 0<x<1

4.Given the random variable X with density function f(x) = {0 elsewhere'

Find the pdf of Y = 8X3.
Solution:

Let f(y) be the probability density function of the random variable Y.



11
y—8x3:>x3——:>xzzy3
1 2
ﬂ;@)y 12 1,-6)
dy  2\3 6
1
f(x) =2x=y3

11
x>0=>§y§>0:>y>0

1 1 1
x<1=>5y§<1=>y§<2:>y<23:>y<8

fQy) = |Z—§|f(x) = %y_@ (y%) =%y_% , 0<gy<s8

f) =%y_%, 0<y<8
5. Define transition probability matrix.
Solution:
Let P;; be the transition probabilities of the markov chain. The elements are written in the matrix

form as
P11 Py g | Pin
p—|Ra Pry o
Poy, Pz -+ |Pn
The above matrix P is called TPM of the markovichainias# is stochastic matrix.
6. Define markov process.
Solution:
A random process { X (t) }is called a markov'process if, for (t; < t, < -+ < t,) we have
P{X(t,)= anfX(tn 1) = an_1, X(ty2) = an_p, ., X(t1) = ay}
= PX(ty) = an/X(ty—1) = ap1}.

7. Draw the state transition diagram for M/M /1 queueing model.

Solution:




8. What do the letters in the symbolic representation (a/b/c): (d/e) of a queueing model

represent?

Solution:

a — Probability distribution of number of arrivals

b — Probability distribution of service time

¢ — Number of services

d —Capacity of the system

e — Service discipline

9. Write the Pollaczek-Khintchine formula.

Solution:

Pollaczek-Khintchine formula for M/G /1 is

2(V(T) + E*(T))
2(1 - 2E(T))

L, = AE(T) +

10. Define Series Queues.
A special type of open queueing network called series queue.
In open network there are a series of service facilities\which each customer should visit in
the given order before leaving the system#The nodes form a series system flow always in a
single direction from node to node. Customers enter from outside only at node 1 and depart
only from node k.
Example: Registration process in university, in clinic physical examination procedure.

Part-B

11. (a) (i) The distribution function of a continuous random variable X is given by

( 0, x<0
1
lﬁ, 0<x<-=
F("):{ 3 1 ?
1-—(3-x)?% —<x<3

l\ 5530 2 =%

1, x>3

Find the pdf of X and evaluate P(|X| < 1) and P (% <X< 4) using both cdf
and pdf.

Solution:

flx) =F (x)



( 0, x<0
| 1
2x, OSXSE
f(x)={6 1
_ — << <
|k25(3 x), 2_x_3
0, x >3
Using pdf
1
PX| <) =P(—1<X<1)= ff(x)dx
-1
1
0 2 1 1 1
_de+f2d+f6(3 )d—2x22+63 3
= x XexT [ogmXax=2{57 ) Tas\ X % ),
-1 0 it 0 o
2
1.6 3 1t 3,y 1,60 =0.25+ 027 = 0.52
_4+25( _2_2+8>_4+25(8)_ 2o+ /=0
P(|X|<1) =0.52
1
4 2 3 4
1 6
P(§<X<4)=jf(x)dx=j2xdx+J2—5-(3—x)dx+Jde
1 1 1 3
3 3 2

L6 (s 2\’ |1 1+6(9 9 3+1)_8
25\ N2 k7 2 9 250" 727278/ 79

9
2

| RN
N——
N| =

(ST

P(%<X<4>=2<

Using cdf

P(|X|S1)=P(—1SXS1)=F(1)—F(—1)=1—23—5(3—1)2—0=1—E=0.52

25
)= ro-r()-1-() -

11. (a) (ii) A random variable X has the following probability distribution

x 2 |-1| 0 1 2 3

Px)[ 01|k [02|2k|03]3k

(1) Find k, (2) Evaluate P(X < 2) and P(—2 < X < 2), (3) find the cumulative distribution function
of X and (4) evaluate the mean of X.

Solution:

(1) We know that Z P(x) =1

0.4
O.1+k+0.2+2k+0.3+3k=1=>6k+0.6=1:6k=0.4:k=?=0.067

QPX<2)=PX=-2)+PX=-1D+PX=0+PX=1)



P(X<2)=0.1+0.067+0.2+0.134 = 0.501
P(—2<X<2)=PX=-1)+PX=0)+PX=1) =0.067+ 0.2 +0.134 = 0.401

(3) The cumulative distribution function of X

X -2 -1 0 1 2 3

P(x) | 0.1 | 0.167 | 0.367 | 0.501 | 0.801 | 1

(4) E[x] = ZxP(x) = —2(0.1) — 1(0.067) + 0(0.2) + 1(0.134) + 2(0.3) +.3(0.201)

E[x] = —0.2 —-0.067 + 0 + 0.134 + 0.6 + 0.603 = 1.07
(b)(i)The probability function of an infinite discrete distribution is@iven by

1
PX=j)= E’j =1,2,...,0.Verify that the total probability is 1 and find the

mean and variance of the distribution. Find also P(X is even),P(X > 5) and

P(X is divisible by 3).

Solution:
il— +5 +1+ 1(1+1+1+1+ )—1(1 1)_1
4 B 23 2 2% 23 2 2

iP(X—]
Z y

ZPX z +31+ 1(1+21+31+41+ )
JPX =]) = ]21" 23 2 272 T

2 2

s -0 AN

E[X?] = ZJZP(X—])_ZJ 57 Z(J(J—l)"‘]) 21(1—1) +Z]P(X b))

(121+231 341+ )+2 <1+131 231+ )+2
22 23 24 2 22 23

-3 -3
E[x?] = ;(1+3;+23212 -)+2=%<1—%) +2=%(%) +2=6
Var(x) = EX?) — (EX)) = 6—22 = 2

PXiseven)=P(X=2)+PX=4)+PX=6)+ -
3 2 3

1+1+1+ _1+(1)2+(1)+ 11+1 (1) +(1)+
T2 T a6 22 \22 22 S22 22 \22 22



1 1\ 1

“2(-3) -3

22 22 3
1

P(X25) = PX=5)+P(X = 6) + P(X=7) = = 4 =+ = 4 -

25 1 26 27
1 1 1 1 1 "t o1
(1+—+—+2—3+---)=2—5<1——) =—

—2\ T2 2 2 16
. 1 1 1
P(X is divisibleby 3) =P(X =3)+P(X =6)+P(X =9) + - = mtetoets
B 1(1+ 1 . 1 s 1 s )_ 1 - 1 +(1)2+(1)3+ B 1(1 1)‘1_1
T2 23 726 7 29 23 23 \23 23 23 23/, 7
(ii) Define Gamma distribution and find its mean and variance.
Solution:
Let X be a continuous random variable with pdf
e—xxl—l
f(x)=F—A,OSXSOO,l>O
then, X is said to be gamma distribution with parameter A.
Elx] = J‘ 0d _J‘ e"‘xl_ld 3 J‘ e"‘x’ld _fe‘xx(’”l)_ld _T@A+1)
x|= | xf(x)dx =] x 7 x = T2 x = A x = T = Ta
—0o0 0 0 0
=1
Mean = A [ f e x"ldx = Fn]
0
< < e—xx/l—l b | e—xx/1+1 < e—xx(/1+2)—1 TA+2
E[xz] = fx2f(X)dx=Jszdx=0dex=bdex=%

r(A+D+1)0 A+ Dr@s 1 LAFDara
ra I ra

Var(x) ZE[x*)=(ERX]D> =212+ 21-212=2

12.(a)(i)The joint probability mass functionof (X,Y) is given by

242

P(x,y) = k(2x +3y),x =0,1,2;y = 1,2,3.Find all the marginal and conditional
probability distributions.

Solution:
X\Y| 1 2 3 P;.
0 3k | 6k | 9k | 18k
1 5k | 8k | 11k | 24k
2 7k | 10k | 13k | 30k
P; | 15k | 24k | 33k | 72k




1

Marginal density function of X is given by

X| 0| 1] 2

18 | 24 | 30
72|72 | 72

Marginal density function of Y is given by

Y| 1]2]3

15 | 24 | 33
Pil ===
72 72|72
Conditional probability distribution of X /Y is given by
P(x,
HWU=(y)
P;
X\Y| 1|23
o |2]8]2
15|24 | 33
| 2B A
15 |24 |33
5 10 | 13
15 |24 |33

Conditional probability distribution of ¥ /X is given by

P(x,y)

PY/X)=—F
L.

x\v|1]2]3

o |38 12

18 | 18 | 18

NEEREE

24 | 24 | 24

N RAECREE:

30 | 30 | 30

(ii) State and prove central limit theorem.
Statement:
If X1, X5, X3, ..., X,,, ... be a sequence of independent identically distributed random variables with

E(X)) = p; andVar(X;) = ¢%,i=1,23,..,n,..and S,, = X; + X, + X3 + -+ + X,,, then under



certain general conditions, S,, follows a normal distribution with mean nu and variance no? as

n — oo,

i.e.,S, ~ N(nu,no?) asn — oo,

Proof:

Let {X;},i = 1,2, ... be a sequence of independent binomially distributed random variable with
parameter n and p, such that

E[X;] = w; and Var(X;) = o*

Let S, = X; + X, + X3 + .-+ X,, be a random variable.

The MGF of S, is
Ms, (£) = My, x5+ x34-+x, (€
= My, (t). My, (£). My, (t) ... My (£) = [My,(©]" = (g +p€")"

X—u .
Let z = —5— then the MGF of z is

M,(t) = M< >(t) = M<m?_@>(t) SF [ew}?;@)t]

e M x1+xz+x3+~--+xn> —

( n g

(=24): ) _ (52 :
=e My, +x,+ Xg+-+X,, (E) =e My, x4 Xg+-+X,, (m)
M, (t) = eﬁfﬂ)t [M (L)]
z - X O'\/H
Taking log on both sides
8 ()
log M, (t) =log|e [MX (ﬁ)] ]

= —\/f,ut + nlog [Mx (#)]

—/nut &
= \/;,u +nlog[E<eff\/5>]




[ 2
= _\/f“t+nlog|E|/1+( tj_)+( tj_)

n
1! 2! /J

= | 1 —E
> + nlog +m/_ (x)+ 2.

VI [1+ L v ]
= nlo =
o g O_\/ﬁ”l 2 .UZ

t o t2 N 1/t N t25 N ’ |
n see —— — — cee cee
0\/5“1 202n”2 > G\/%lll ZGznﬂz

2

log M, (t) = % +o (\/%)

—/nut
iy

g

Asn — oo, we have

£2
logM, (t) » B

t2
S My() >e2
2
e2 is the MGF of a standard normal variate.

12.(b)(D)If Xand Y are independent randomvariables with pdf's e *,x > 0,and

e Y,y >0, respectively, find the density functionsof U =

X+YandV:X+Y.AreU

andV independent?

Solution:
Givenfy(x) =e™,x>0,fy(y)=e,y>0

fO,) =f@f@)=e ¢, x>0,y>0 [~ XandY are independent]
x
x+y

X
u= JW=X+HYDU=—2D2X=UV,Yy=V—X=V—UV
v

x202uw=20=>u=200rv=0
yz02v—uw=20=>vzuw=>u<sl

X=Uv,y =v —uv
ox Oy d0x dy
ou Vou Vov “ov



ox

_ |ou
Ul_ ax

v

gy@) = fg(u,v)dv=fve—”dv=
- 5

dy
ou
dy
v
gwv) =JIf(x,y) =ve ', 0<su<1v=0

oo

|17

—v
u 1—u

1

v) —1(e™)

.-
Y\ 1

[ee)

|:v—uv+uv=v

gy () = f g, v)du = f ve Vdu=ve ",v=>0
0

—00

gyWgy) =ve ™, 0<u<1v=0=gwv)

~ UandV are independent.

(ii) Find the correlation coefficient for the following data:

X|10|14 |18 |22 |26 |30
Y |18 (12 (24| 6 |30 |36
Solution:

X Y X? y? XY
10 18 100 324 180
14 12 196 144 168
18 24 324 576 432
22 6 484 36 132
26 30 676 900 780
30 36 900 1296 1080
120 126 2680 3276 2772

n =4 6,ZX = 120,2 Y = 126,ZX2 = 2680,2 Y2 = 3276,ZXY = 2772
nY XY -YxYvy
ey =
Y nIXE X2 a3y - (L Y)?
6(2772) — (120)(126)

15

12

B J6(2680) — (120)2,/6(3276) — (126)2 ~ (40.99)(61.48)
Ty = 0.6

13. (a) (i) Define Poisson process and derive the Poisson probability law.

Solution:



If X(t)represents the number of occurrences of a certain event in (0, t) then the discrete
random process X (t) is called the Poisson process, provided the following postulates are
satisfied.
(i) P[1 occurrence in (t, t + At)] = AAt + O(At)
(ii) P[0 occurrence in (t,t + At)] = 1 — 1At + O(At)
(iii) P[2 or more occurrences in (t, t + At)] = 0(At)
(iv) X(t) is independent of the number of occurrences of the event in any interval prior and
after the interval (0, t).
(v) The probability that the event occurs as specified number of times in (t,, to/+ t)
depends only on ¢, but not on ¢,.
Probability law for the Poisson process X (t):
Let A be the number of occurrences of the event in unit time.
Let P, (t) = P[X(t) = n] =probability that there are n occurrences in (0,%)
B,(t + At) = P((n — 1) occurences in (0,t) and T\occurrences in (t, t + At))
+P(n occurences in (0,t) and 0 occurrences in (t,t + At))
B, (t+ At) = P, ()AAG+ B, (£)(1 = AAL)
B, (t + At) = P,_1At)AAt + B, (&) — B, (®) At
B,(t + At) — P,(t) = P, p@)AAt — B, (t)AAt

B,(t + At) — P, (t)
At

=Ip— (t)ﬂ- - Pn (t)/1
Taking limit as At — 0, we get

P,(t + At) — B,(t)
m _

lim AL =P, 1 ()= P, (D)2
d
2 @® =P () =R (©]...(1)
Let the solution of (1) be
()"
P.(t) = n! f(@)...(2)

Differentiating (2) with respect to t,

n

d A _ n g
R @ =— [t (@) + £ f ()] .. (3)

Using (2) and (3) in (1), we get

(A" ("

A ’
e @+ e f O) = A5 g5/ (O =27

n
n!

f@®



(4"

n!

fO=>FO=-AO=>FO+Af)=0

f(t) =ke™ ..(4)
From (2) f(0) = probability of number of occurrence in (0,0) = P,(0) = 1
fO=ke?*’=k=1

F&) = e .. (5)

An ,
thf (t) =-2

Substituting (5) in (2), we get

e—ﬂ.t /11: n
P.(£) = #n ~012..

(ii) A man goes to his office by car or catches the train every day. He never goes 2days in a row by
train but if he drives one day, then the next day he is just as likely to go by car againias he is to
travel by train. Now suppose that on the first day of the week, the man tassed a fair dice and went
by car to work if and only if a 6 appeared. Find (1) probability that he went by train on the third
day and (2) the probability he went by car to work in a long¢un.

Solution:

State space is {Train T, Car C}

The tpm is
T C

ond
cl \2 2

1
P(going bycar) = P(getting six in the toss of the dice) = z

P(going by train) = 1 1_>
going by train) = i
The initial state probability distribution is
5 1
-2 )
6 6
0 1
5 1 1 11
@ —pmp=(2 Z)(1 1 :<_ _)
WP PP (6 6)(— —> 12 12
2 2
0 1
p(s)zp(z)p=<i E) 11 =(E E)
12 12/\5 = 24 24
2 2
11
Probability that he went by train on the third day = 22

(2) let T = (my, ;) be the stationary state distribution of the Markov chain.

We know that tP = mand m; + m, = 1...(1)



0 1
(1, 2) <l 1) = (11,1,)
2 2

0my +ET[2 =1 > My = 21y ... (2)

177,'1 +E7T2 =T =Ty = 27'[1 (3)

Substituting equation (2) or (3) in (1), we get

1

m+n,=1>m+2n =123 =1=>m =§
2
from (2),we get m, =3

The probability he went by car to work in a longjrun = 3

(b) (i) Show that the random process X(t) = A cos(wyt + 0) is a wide -sénse stationary if A and
w, are constants and 0 is uniformly distributed random variable in (0, 2x).
Solution:

Given @ is uniformly distributed random variable in (0, 277).
1
=— 2
f(6) 27T.(O <6 <2m)

E[X(t)] = E[A cos(wot + 6)]
21

= A E[cos(wgt + 0)] = Af cos(wot + 0) f(8)do
0

2m
4 A A |
= Ebf COS(th + 9) do = % [Sln(a)()t + 9)](2)7-[ = % [Sln((l)ot + 27.[) _ Sln(wot + 0)]

A
E[X(t)] = Zr-[sin wot — Sin wpt] = 0

Ryx(t,t47) S EX@®X(t + 1))
= E[A cos(wpt + 8) A cos(ap(t + 1) + 0)]

cos(wot ¥ O F wo(t+ 1) +60) + cos(wot + 0 — wo(t +7) — 6)

= A%E
2

2 AZ
= 7E[cos(2a)0t + woT + 20)] + 7E[cos(wor)]

AZ
=0+ 7cos woT

2
Ryx (t,t+1) = — Cos Wyt

~ Mean of X(t) is a constant and auto correlation function of X(t) is dependent on tonly.

= X(t) = Acos(wpt + 0) is a wide -sense stationary



(ii) If customers arrive at a counter in accordance with a Poisson process with a mean rate of
2 per minute, find the probability that the interval between 2 consecutive arrivals is (1) more than

1 min. (2) between 1 min and 2 min and (3) 4 min (or) less.

Solution:
We know the property of Poisson process that the inter arrival time T follows exponential
distribution with parameter A.
Here 1 = 2.
The pdf is f(x) = le ™" = 2¢7%¢,

P [interval between 2 consecutive arrivals is more than 1 min] is

P[T > 1] = f fOdt = f 2e2tdt = 2 [e_z ] —
1 1 1

P [between 1 min and 2 min] is
2

2 2
—2t
P[1<T<2]= ff(t)dt = fze—tht= z[e 2] —e2_ gt
1 1 1

P [4 min (or) less] is
4 4

2t 4
P[T < 4] =ff(t)dt=f2e—2fdt=2[e ] =1—e8
0

-2
0 0

14. (a) Find the mean number of customers in the queue, system, average waiting time in
the queue and system of (M/M /C) queueing model.

Solution:

Let A, =@ foralln.

For the Poisson queue system

1
143, Aoy Ay
M1l - U
AoAy Ay
p ="l p n>1 ..(2)
H1H2 - Uy

If there is a single server, u,, = u for all n. But there are C servers working independently of
each other. If there be less than C customer. i.e., if n < C, only n of the C servers will be
busy and the others idle and hence the mean service rate will be null.

If n = C all the C serves will be busy and hence the mean source rate = Cu



o _nu, 0=n<C
ol _{Cu, MRSINE)

Using (3) in (1) and (2) we get,

1y
Pn—a<;> Py 0<n<C..(4)

AP,

b = 12030 (€ = D C)Ci(Ci) = C £ Dtimes’ " = ¢

b 1P, N
N P o e M

1y
Pn —W(;) PO,TL = C(6)

c

Now P, is given by

Ry ]
PO:[Z)E<H> +C'(1—ic)(‘7> ‘ (6)



=(g—)!cpol<uic>c+1+2(ﬂic>c+2+3(ﬂic)c+3+ml

2

=<g_>f(ﬂic)”lpo [1+2(ﬂi€)1+3(:c) +...]

_ (C)C (MC>C+1 ;2 N

cr A
(1-2)
O A . -
s q ﬂ_ c! \uC (1_L)2 0 1
ucC
W_LS_(C)C</1>C+1 L
S Wl (1_L)20 u
ucC
W=l <C>C( )C”;P
7717 AcC! ) PR
(1570)

(b) There are 3 typists in an office. Each typist can type an'average of 6 letters per hour. If
the letters arrive for being typed at the rate of 15 letters\per hour.
(i) What fraction of the time all typists will be busy?
(ii)) What is the average number of letters waiting to be typed?
(iii) What is the average time a letter has to spend for waiting and for being typed?
(iv) What is the probability that a'letter will take longer than 20 minutes waiting to be
typed and being typed?
Solution:
This,is of type (M /M /C): (co/ FCFS)
C = 3,1 =15 letters per hour

U = 6 letters per minute

(@) r
P(All typists are busy) = P(N > C) = 7l
cr(1- E)
c 1
c— 1l (%) ]l

.|
i Drher



-1

15°
15 1 /15\° -
( ( 6 ) = (22.25)"! = 0.0449

Py = 1+?+§ ?> +m
' 3(6)

(5
31(1-3)

The fraction of time all the typists will be busy is 0.7016

P(N >C) = (0.0449) = 0.7016

C+1
1 (ﬁ) r
q 2

C.C!(l_ﬁ)

L

(%5)3+1 (0.0449)

~3.3! (1_%)2

W—Ls—l[L +'1]— 1 [35078+15]—04005h
s=7 =l T s c1=% ours

= 3.5078

The probability that a letter will take longer than 20 minutes waiting to be typed and being

typed is

[Ny
P(W>t)=e‘“t4|1+

k c!(l—l%)(c—l—l%)
t = 20 minutes = % hours
() [ )

R (e Nemmscag

- 603) - 603)

1
P (W > §> = 0.4616
15. (a) Derive the expected steady state system size for the single server queues with
Poisson input and General service or Derive Pollaczek-Khintchine formula.
Solution:
Let n and n; be the number of customer in the system at times t and t + T, when two

consecutive customers have just left the system after getting service.



Let f(t), E(T) and var(T) be the probability density function, mean and variance of T. Let
k be the number of customers arriving in the system during the service time T.

Hence

_{ k, ifn=0
MTln-1+k ifn>0

Where k = 0,1,2,3, ..., is the number of arrivals during the service time. If

6—{1 ifn=0
“0ifn>1

Thenn; =n—-1+6+k ..(D
E(n)=En—-1+8+k)=>EMn) =EMn)—1+E(5) +E(k) - (2)

When the system has reached the steady state, the probability of the ndmber of customers
in the system will be constant. Hence
E(n,) = E(n) and E(n?) = E(n?) 23
Substituting (3) in (2), we get
—14+E(6)+E(k) =0=2E(8) =d —\E(k) ..(4)
n=m+kA1+6)?
nf=n?+(k—-1)2+86%+2nk -1 +2n0+ 26(k — 1)
nf=n?+k*-2k+1+6*+2nlk —1)+2ns +28k — 265 ...(5)
Since § = §%andn § = O,we get
ni =n?+k?+ 2k +1 + 6+ 2n(k — 1) + 26k — 26
2n(L—k) =nl=hi+k?—2k+1+28k—-6
2n(1 —k) =n4—ni +k?>-2k+1+6QRk—-1)
E@n(1 - k))=E(n*-n? +k*-2k+1+8R2k—-1))
2E(M)EW — k) =EMn?) —EMm?) + E(k?) —2E(k) + 1 + E(6)EQRk — 1)
2E()(1 - E(R))\FE(K?) —2E(k) +1+ (1 — E(k))EQk —1)  (Using (3)& (4))
2E(n)(1'- E(k)) = E(k?) —2E(k) + 1+ (1 — E(k))RE (k) — 1)

(EG® = 2E(k) + 1+ (1 - E(R))2E(K) - 1))
2(1 - E(k))

E(k¥)+ (-1+1-E(k))QRE(k) —1)
2(1 - E(K))

gy = EGD + (“E(K))(2E(k) —1)  E(k?) + E(k) — 2E*(k)
() = 2(1 - E(K)) T 21-EM)

E(n) =

E(n) =




E(k*) — E*(k) + E(k) — E*(k) _ Var (k) + E(k) — E*(k)
2(1 - E(k)) B 2(1-E(k))
Since the number k of arrivals follows Poisson process with parameter A.
E(k/T) = AT
E(k?/T) = A°T? + AT

E(n) = .. (6)

oo

E(k) = j E(k/T) f(t)dt = Af T F()dt = AE(T) ...(7)
0

0

oo

E(k?) = j E(k?T) F(6)dt = f (T2 4+ T) F(E)dt = 22 j T2 (dt + 2 J T F(e)dt
0 0

0 0

oo

E(k?) = 2E(T?) + AE(T) ...(8)
Var(k) = E(k?) — E*(k) = 2E(T?) + AE(T) — A2E*(T) = 22(E(T?) — EX(T)) + AE(T)
Var(k) = 22Var(T) + AE(T) ...(9)
Substituting (7),(8) and (9) in (6), we get
A2Var(T) + AE(T) + AE(T).— R E*(T)

E) = 2(1 = AE(T))
E(n) 22Var(T) ¥ R E*(T) # 2AE(T) =2A*E%(T)
e 2(17 1B(T))
22(Var(T) + B2 )t 22E(T)(1 — AE(T))
E(n) =
2(14 AE(T))
22(Var(T) + E*(T))

E( 2 W+ )

15. (b) Write Short notes on :

Open_and Closed Queue networks

Ans:

Open networks : Consider a two server system in which customers arrive at a Poisson rate A1
at server 1. After being served by server 1, they join the queue in front of server 2. We
suppose there is infinite waiting space at both servers. Each server serves only one
customer at a time with server | taking exponential time with rate y; such a system is called

a sequential system.

Server 2 ——— Leaves
system

— | Serverl

\ 4




Consider a system of k servers customers arrive from outside the system to server i.

i =1,2,...,k inaccordance with independent Poisson process with rate r;, they join the
gueue at i until their turn comes one a customer is served by server i, he then joins the
queue in front of the server j, with probability P;; or leaves the system with probability P;,.

Hence if we let 4; be the total arrival rate of customers to server j, then

which is called flow balance equation.

Closed networks: A queueing network of k nodes is called a closed Jackson network if new
customers never enter into and the existing customer never depart from'the system i.e

1; = 0and P,y = O for all i.

The flow balance equation of this model becomes

Jackson’s open network concept can be extended/when the nodes are multi server nodes.

In this case the network behaves as if each node.is an independent M /M /S model.



